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ABSTRACT. We consider the Brezis—Nirenberg problem for the Laplacian with a singular drift
for a (geodesic) ball in both R™ and S", 3 < n < 5. The singular drift we consider derives from
a potential which is symmetric around the center of the (geodesic) ball. Here the potential is
given by a parameter (¢ say) times the logarithm of the distance to the center of the ball. In
both cases we determine the exact region in the parameter space for which positive smooth
solutions of this problem exist and the exact region for which there are no solutions. The
parameter space is characterized by the (geodesic) radius of the ball, §, and A, the coupling
constant of the linear term of the Brezis-Nirenberg problem.
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1. INTRODUCTION

In 1983, Brezis and Nirenberg [10] considered the nonlinear eigenvalue problem,
— Au =+ |u "Dy, (1)

with u € H}(Q), where Q is a bounded smooth domain in R”, with n > 3. Among other
results, they proved that if n > 4, there is a positive solution of this problem for all A € (0, A;)
where \; is the first Dirichlet eigenvalue of 2. They also proved that if n = 3, there is a
1(2) > 0, such that for any A € (u, A1), the nonlinear eigenvalue problem has a positive
solution, whereas if A > A\; or A < p there are no positive smooth solutions. Moreover, if €2 is
a ball they proved that p = /4.

One of the remarkable features of the problem considered by Brezis and Nirenberg is the
fact that the boundaries, in the parameter space, that divide the existence and nonexistence
regions of positive smooth solutions can be sharply determined.

After the publication of [I0] many authors have considered variants of the problem (). On
the one hand, it has been extended to cover domains in other spaces of constant curvature
(see, e.g., [3] and [30] for the analogous problem on domains in S™ and H" respectively).
On the other hand, different forms of the linear term on the right side of have been
explored. Moreover, the Laplacian has been replaced by other linear operators, e.g., by the
the Laplacian with Hardy perturbation (see, e.g., [I3] 14, 17]). Many other related problems
have been considered, in particular the range of values of A, for different values of n, for which
smooth sign changing solutions of the radial problem do exist, etc.

In the Brezis—Nirenberg problem and in all its variants the existence proof relies on a concen-

tration compactness argument while the proof of nonexistence is based on a Rellich-Pohozaev
1
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argument. Even though these two techniques are in principle unrelated, it is remarkable that
they provide a sharp transition in the space of parameters of the regions of existence and
nonexistence when the domain is a ball in R™ (or a geodesic ball in S™ and in H", etc.)

What we address in this manuscript is a further variant of the Brezis-Nirenberg problem,
namely we study with the Laplacian replaced by a particular form of a weighted Laplacian,
or if one prefers, the drift Laplacian. The interest on weighted Laplacians originated in the
early 1980’s for different reasons coming from physics, geometry, and probability. Depending
on the context, a weighted Laplacian is often called the Witten Laplacian (after [32]) or
the Bakry-Emery Laplacian (after [2]). During the past decade there has been a growing
interest in studying the spectral properties of weighted Laplacians or drift Laplacians (see,
e.g., [0, 8, 15, 23]). As described in [I5], a Bakry-Emery manifold, denoted by the triple
(M, g, ¢) is a complete Riemannian manifold (M, g) together with some function ¢ € C*(M)
where the measure on M is the weighted measure exp(—¢) dV,. The Bakry-Emery Laplacian
A, associated with such a manifold is given by A, = A — V¢ - V which is self-adjoint with
respect to the inner product associated with the weighted measure. Here A is the standard
Laplace-Beltrami operator and V is the gradient operator on the Bakry-Emery manifold.
Weighted Laplacians were also introduced, in a different context, by Chavel and Feldman [16]
in the early nineties.

Typically, in the Bakry-Emery Laplacian, the potential ¢ is smooth, and so is the drift
term. However, singular drifts have also been considered in the literature. In fluid mechanics a
weighted Laplacian with a singular drift is rather common, but typically the drift is divergence
free, in other words, away from the singularities the potential ¢ is harmonic. More recently
heat kernels with singular drifts have been considered (see, e.g., [21, 22]). In [22]) a singular
drift is considered with a (singular) potential of the form ¢(z) = |z|~* with a > 0. In that
case the singular drift has, generically, a nonzero divergence. In our case, when we consider
the Brezis-Nirenberg problem for the weighted Laplacian in R™ (n > 3), the singular drift
derives from a potential of the form ¢(x) = dlog(|x|). Notice that in this case the weighted
measure, exp(—¢)dV, becomes |z|~° dx where dz is the standard Lebesgue measure in R".
Thus the weighted measure can be thought of as the Lebesgue measure on a space of an
effective fractional dimension d = n — §, a fact that we will use intensively in the proofs of
our theorems.

In this manuscript we first consider the problem,

—Au+46 ‘Z’Z V= Au A |u Y20y, (2)
with u € H} (), and € is the ball in R™, n > 3, centered at the origin. Equation (2)) involves a
weighted Laplacian with a singular drift, deriving from the potential ¢(z) = dlog(|z|), § € R.
Because of Hardy’s inequality [19, 24] 25], the operator with the singular drift one considers
on the left side of (2)) is a positive operator provided 6 < (n — 2)/2. Notice that the critical
Sobolev exponent on the right side of depends on the parameter d that characterizes the
singular drift. In terms of the “effective dimension” introduced above, in connection with the
definition of the weighted Laplacian we consider here, the critical Sobolev exponent is given
by the standard form, (d 4 2)/(d — 2), a remark which is important later in the proofs of our
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theorems. We are interested in the range of values of A and § for which admits positive
radial smooth solutions.

Concerning this problem our main result is the following Theorem.

Theorem 1.1. Let 2 C R™, with 3 < n <5, be the unit ball centered at the origin. Then,
i) If n=3 and 6 € (—1,1/2), (4) has a unique positive radial solution u € H} () provided

j3(175)/2,1 <A< j(2175)/2,17

and no positive radial solutions for \ outside that range.

i) If n =4 and § € (0,1), (@) has a unique positive radial solution u € H}(Q) provided

72 a—syy21 <A < syt
and no positive radial solutions for \ outside that range.

iii) If n =5 and 6 € (1,3/2), (3) has a unique positive radial solution u € HZ(SY) provided

2 9
IZ3=0)/21 < A <J(3-8)/2.15
and no positive radial solutions for \ outside that range.

Remarks. a) Here ji, denotes the (-th positive zero of the Bessel function Ji(t).

b) Notice that jZ, o 5 /51, forn >3 and § < (n —2)/2 is the first Dirichlet eigenvalue of the
unit ball, centered at the origin, of the drift Laplacian on the left side of (@

¢) Because of the simple behaviour under scaling of the drift Laplacian we consider here, it is
trivial to extend the situation to a ball of any radius. In particular the first Dirichlet eigenvalue
for the ball of radius R becomes ji, o 5 5.1/ R°, etc.

Next we consider the Brezis-Nirenberg problem with a singular drift on geodesic balls of
S™ (n > 3). When the underlying manifold is the n—dimensional sphere S", the standard
Brezis—Nirenberg problem is given through the nonlinear eigenvalue problem

— Agnu = A+ |u) YDy, (3)

where v € H}(D), and D is a geodesic ball in S”. Here —Agn denotes the Laplace-Beltrami
operator in S and (n + 2)/(n — 2) is the critical Sobolev exponent. In dimension 3, Bandle
and Benguria [3] proved that, for A > —3/4, this problem has a unique positive solution if
and only if
72 — 403 < 7'('2—(9%’
463 02

where 6, is the geodesic radius of the ball. Moreover, they proved that if A < —3/4 and
0, < /2 (i.e., for geodesic caps contained in the hemisphere) this problem does not have
positive radial solutions. It is worth mentioning that for the remaining case, i.e., for A < —3/4
and 7/2 < #; < , independently Brezis and Peletier [I1| [12] and Bandle and Wei [4 [5]
characterized all the (multiple) positive radial solutions of this problem.

To describe the Brezis—Nirenberg problem for the singular drift Laplacian on S™ we need
some notation. As in [3] we are only considering geodesic balls D on S™ centered at the North
Pole (NP). We denote by 6 the azimuthal angle of a point P € D (i.e., the angle between
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the vectors that go from the center of S™ to P and NP). Here 0 < 6 < 6y, where 6, is the
geodesic radius of D. It is clear that 0 < 6; < 7.

Having this notation in place, the Brezis—Nirenberg problem for the singular drift Laplacian
on S" is given by,
C?Se 0 Vu = \u+ |u|¥/ 7270y, (4)
sin
where u € H}(D), and D is a geodesic ball in S", 3 < n < 5. Equation (4)) involves a weighted
Laplace-Beltrami operator with a singular drift deriving from the potential ¢(6) = 0 logsin 6,
d € R. As in the Euclidean case, because of the appropriate Hardy Inequality (see, e.g., [18]),
the operator on the left side of (4] is positive-definite provided ¢ < (n—2)/2. In analogy with
the Euclidean case, here the weighted measure, exp(—¢) dV, becomes sin 07° dpu where dy is
the invariant measure in S”. Hence, again in this case, the weighted measure can be thought
of as the measure on a space of an effective fractional dimension d =n — 0.

— Agnu+ 6

In the sequel, we only consider positive radial solutions (i.e., positive solutions that depend
only on the azimuthal angle ) of defined on geodesic caps centered at the North—Pole,
satisfying Dirichlet boundary conditions, i.e., u(#;) = 0. In terms of the parameter d =n —J,
the positive radial solutions of , satisfy the ODE,

—u"(0) — (d — 1) cot O/ (0) = Mu() + |u(0)|¥ = Du(h), (5)

where u is such that u(6,) = 0. Here ' = d/df, etc. In what follows we will consider d as just
being a parameter in equation ([f]), taking values in the interval (2,4).

Our main result concerning is the following:

Theorem 1.2. i) Forany2 <d <4, if \ > —d(d—2)/4 and 0 < 0; < m, the boundary value
problem (3)), in the interval (0,6:), with u'(0) = u(61) = 0 has a positive solution if and only
if X\ is such that

= i[(zeg P12 —(d—1)? < A< i[(zel 12— (d—1)2 = A, (6)

where €y (respectively ls) is the first positive value of € for which the associated Legendre
function Pf_dm(cos 01) (respectively Pgd_2)/2(cos 01)) vanishes.

i) Moreover, for any d > 2, if A\ < —d(d—2)/4 and 0 < 0, < w/2, the boundary value problem
(3), in the interval (0,6:), with v’ (0) = u(61) = 0 does not have a positive solution.

Remark 1.3. a) In the remaining sector, i.e., for A < —d(d —2)/4 and 7/2 < 6, < m, for
any 2 < d < 4 one expects to have multiple solutions to this problem in a similar vein as in
the case d = 3 studied in [4, Bl 11, 12]. b) In i) the positive solution, if it exists, is unique.

We illustrate the results of Theorem in the following two figures. In figure 1, we show, for
01 = 7/3 the region (shaded in the figure) of existence of positive solutions for the parameter
A as a function of d (in this figure we only illustrate what happens for A > —d(d — 2)/4).
Notice how the width of the shaded region increases with d and that there is no gap (between
A and —d(d — 2)/4) when d = 4.
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FIGURE 1. The region in the A—d space, for §; = 7/3, where radial positive
solutions of exist.

Finally, the region in Figure 2 between the curves pu and A1, is the region in the \-6, space,
for fixed d = 3.5, where radial positive solutions of exist.

F1GURE 2. The region in the A6, space, for fixed d = 3.5, where radial positive
solutions of exist.

For the drift Laplacian on domains of S™, n > 3, the results contained in Theorem 1.2 can
be cast in the following form (for the proof, see Appendix A).

Theorem 1.4. Let D C S", with 3 < n <5, be a geodesic ball of geodesic radius 0 < 01 < 7
centered at the North—Pole, and let A > —(n — 6)(n — 2 — §)/4. Then we have:

i) Ifn=3andé € (—1,1/2), has a unique positive radial solution v € H}(D) provided

1106117 — @07 <A< {126+ 1)~ 2 - 9],

where {1 (respectively ) is the first positive value of £ for which the associated Legendre

function Pf_lw(cos 61) (respectively Pél_g)/z(cos 61)) vanishes. Moreover, has no positive

radial solutions for A outside that range.
it) If n =4 and 6 € (0,1), has a unique positive radial solution u € Hy (D) provided

i[(z@ 12— (3=0) <A< i[(% 12— (3—6)2,
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where {1 (respectively ly) is the first positive value of £ for which the associated Legendre
function Péé_Q)/Q(cos 01) (respectively sz_(s)/Q(COS 01)) vanishes. Moreover, has no positive

radial solutions for A outside that range.

iit) If n =>5 and § € (1,3/2), has a unique positive radial solution u € H}(D) provided

110117 — (407 <A< {120+ 1)~ (407,

where Uy (respectively ly) is the first positive value of € for which the associated Legendre
function P§573)/2(Cos 01) (respectively P,(g375)/2(cos 01)) vanishes. Moreover, has no positive

radial solutions for X\ outside that range.

Remark 1.5. i) For anyn > 3, and § < (n —2)/2, if A\ < —(n —6)(n —2 —§)/4 and
0<0, <m7/2, has no positive radial solutions.

it) In the remaining sector, i.e., for A\ < —(n —d)(n —2 —0)/4 and 7/2 < 0, < 7, for
n = 3,4,5, one expects to have multiple solutions to this problem in a similar vein as in the
case n =3, 0 = 0 studied in [4, 5], 1T], 12].

The rest of the manuscript is organized as follows. Sections 2, 3 and 4 are dedicated to
prove Theorem 1.2. In section [2] we begin by showing that ¢, < ¢;. That is, the range of
existence of radial positive solutions of given by @ is non empty. We then show that the
upper bound corresponds to the first Dirichlet eigenvalue of the geodesic ball. That is, we
show that if \; is the first positive eigenvalue of the boundary value problem

—u"(0) — (d — 1) cot 0 u'(8) = Mu(h)
with u(6;) = 0, then \; = 1[(26, +1)% — (d — 1)?].

In section 3| we show that there are positive radial solutions if 1[(20y+ 1) — (d—1)*] < A <
1[(2¢, +1)? — (d — 1)?], and in section [4| we show that there are no positive radial solutions if
A <1264+ 1)2 = (d-1)2.

The proof of Theorem 1.1 follows easily from the result of Jannelli [26] while the proof of

Theorem 1.4 follows from our Theorem 1.2. We give the proofs of Theorem 1.1 and 1.4 in the
Appendix A.

The analog of Theorem 1.2 in the hyperbolic space H¢, 2 < d < 4 has been recently proved
by one of us in [6]. The results in [6] can also be expressed in terms of an appropriate singular
drift Laplace-Beltrami operator in H", for n = 3,4,5 and for special values of the coupling
constant of the drift.



2. PRELIMINARIES

We begin by studying the order of the first positive zeroes of P} (s) and P, ”(s) respectively,
where v € (0, 1).

Lemma 2.1. Let a = (2 —d)/2, with 2 < d < 4. Let 0, € (O,g) be fived and choose ¢4
(respectively ly) to be the first positive value of £ for which the associated Legendre function

PEQ_d)m(COS 01) (respectively Pﬁd_Q)/Q(cos 61)) vanishes. Then ly < (;.
Proof. Let y; = Pf(cosf) and y, = P, *(cos®). Then y; and y, satisfy the equations
02
1" ’ . _
-+ttt + (06 1) = =0 )
and
" cot O+ (6ot + 1) -~ 0 8
Yy + cot Oy, + | La(la + )_sin20 Y2 = (8)
respectively.

Let W = y] yo — yb y1 be the Wronskian of ys and y;. Then W’ = ¢/ yo — 3/ y1. Multiplying
equation by y» and equation by y1 and substracting, it follows that

(sin@ W) + (A; — Ag)sinfy; y2 = 0, (9)
where Ay = ((¢; + 1) and Ay = l5(¢5 + 1). To prove the lemma it suffices to show that
Ay > As.

Integrating @D in 6 between 0 and 6;, we get,
sin ;W (6,) — éir% sind W(0) + (A —Ay)C =0 (10)
—

0
where C' = / 1 sinfy;(0) y2(0) df > 0 by hypothesis. Since W (#;) = 0, it suffices to show
0

that limg_,osin @W (0) > 0. The series expansion of the associated Legendre functions around
6 = 0 is given by

'l —v) 2
in terms of the hypergeometric function,
[) D+ o)k )
Lo)(B) = T(k+y)n!

From (11)) and (12]), and using that —1 < a < 0, the behavior of y;, v, y; and 5 in a
neighborhood of the origin to leading order is given by

1 AN 0
PY(cosf) = ——— (cot ) P (—w +1,1—v,sin’ 2) , (11)

2F1(0-76’7a Z) = (12)
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!~ _L COtQ - _71
27 ra a2 2sin29 )

Using this behavior of y1(6), y2(6), v1(0), and y5(0), for small 6, after some calculations we
get

and

lim sin 6 W (6) = isin (W) >0, (13)

for all 2 < d < 4. To obtain ([13) we have used that o = (2 — d)/2 and the fact that
T

I(1+a)T(1—a)= )

Lemma 2.2. Let A\ be the first positive eigenvalue of
—u"(0) — (d — 1) cot O u'(0) = \u(6) (14)
in the interval (0,6;) with v'(0) =0 and u(6y) = 0. Then,
1

A\ = 1[(261 +1)% — (d - 1),

where {1 is the first positive value of € for which the associated Legendre function PEQ_d)/Q (cosbq)
vanishes.

Proof. Let a = (2 —d)/2, and set

u(f) = (sin @) v(0). (15)
Then v(f) satisfies the equation,
Y cosf a?
—_— —1)— = 0. 1
v"(0) + g’ (0) + ()\1 +a(a—1) sin29> v(f) =0 (16)
In the particular case when d = 3, & = —1/2 and this equation becomes,
cosf 3 1
"6 (6 </\ —) 6) = 1
U()+sin00()+ 1+4 4 sin? 0 v(6) =0, (17)
whose positive regular solution is given by,
sin (v1+ A\ 0
w(0) = C ( ‘ 1). (18)
Vsin 0
Hence, in this case,
sin <\/1 + A 9)
0) = ) 1
uf) =¢ sin 6 (19)
Imposing the boundary condition u(f;) = 0, in the case d = 3, we find that,
72— 02
M(fy) = (20)
1

Now, for any 2 < d < 4 the solutions of are Pp(cosf) and P, *(cosf), with
a=(2-d)/2, (21)



and /¢ the positive root of
(l+1) =M +ala—1), (22)

that is,

1
(== (Jan+@d-1 2—1).
2 <\/ 1 (d=1)
Taking into account and we see that the regular solution of is given by
u(f) = sin® 0 P;*(cos 0). (23)

Finally, the boundary conditions u(f;) = 0 and u(f) > 0 if 0 < 6 < 0, imply that £ = ¢,, and
SO

A\ = 411[(%1 +1)? = (d—1)%.

Here, ¢, is the first positive value of ¢ for which the associated Legendre function szfd)/ *(cos 0y)
vanishes. 0
3. EXISTENCE OF SOLUTIONS

Let D be a geodesic ball on S™. If n is a natural number, the solutions of
Agnu = Au+uP on D
u>0 on D (24)
u=20 on 0D,
where p = Z—f% correspond to minimizers of
/ (Vu)?q" *dx — /\/ u?q" dx
Qu(u) = =2 = : (25)
2n n
( / un-2¢q" dx)
D
Here ¢(z) = ﬁ, so that ds = q(z)dx is the line element of S"; and « € D', where D’ is the

projection of the stereographic ball (see Figure 3).
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FIGURE 3. Stereographic mapping of a geodesic cap into a domain in the equa-
torial plane.

If u is radial, then even for fractional n, which we will denote henceforth by d to make it
consistent with our notation in the Introduction, we can write

w : rlg(r) 2 (r) 2 dr — Mw : raq(r)? (r) dr
o= 21k ) o . (26)
<wd/0 rd’lq(r)du(r)% dr)

d
Here R corresponds to the stereographic projection of 6;.
As in [3], let

Spa(D) = inf - {[[Vull; = Allul[2}, (27)

llellp+1=1

so that S, < @Qa(u), and let

S = inf ||Vull3. (28)

u€H}
lullpr1=1
Here, we are abusing notation and still using ||Vu||3, etc., to mean wq fi* 7% ¢(r)?=2u/(r)? dr,
etc., when d is fractional. By the Brezis-Lieb compactness lemma [9], it is known that in R,
if there is a function that satisfies @, (u) < S, then the minimizer for @, is attained. The
minimizer is positive and satisfies the Brezis—Nirenberg equation.

Lemma 3.1. Let 2<d</ and
1 1
Z[(262 +1)2—(d-1) <A< Z[(261 +1)% — (d—1)%,

where {1 (respectively ly) is the first positive value of £ for which the associated Legendre

Junction Pf_d)/g(cos 61) (respectively Pgd_Q)/Q(

solution to

cos 01) ) vanishes. Then there is a unique positive

—u"(0) — (d — 1) cot Ou'(0) = Mu(f) 4 u() D/ (=2 (29)
with v'(0) = u(#y) = 0.
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Remark 3.2. In this Section we only give the existence proof. The proof of uniqueness follows
from a general result of Kwong and Li [27] and it is sketched in Appendiz B.

Proof. Tt suffices to show that there exists u € H}(D) such that Qx(u) < S. Let ¢ be a
smooth function such that ¢(0) = 1, ¢’(0) = 0 and p(R) = 0, where R is the stereographic
projection of 6. For € > 0, let

p(r)
(e + 7”2)% '
We claim that for € small enough, @y (u.) < S. In the next three claims we compute ||Vu.||3,
el 24, and [Ju

ue(r) = (30)

Claim 3.3.

R R R
W /0 r g (r) Pl (r)? dr = wy /0 o (r)*r* =g (r)™ 2 dr — wa(d — 2)? /0 p(r)*r*~q(r)* " dr

+ wad(d — 2)2972 Dy e +O(e 2 ),

(31)
where . (d>2 )
Itz 2m2
Di= 3T wd_r(g)' (32)
Proof. Let
I(€) = wy /R r g (r) 2l (r) dr
Then ’
B a1 " 2(d = 2)rpy’ | r*p*(d - 2)?
Ie) :wd/o nod ((6 +72)2 (¢4 r2)d-1 + (€4 1r2)d ) dr. (33)

Integrating by parts the term with ¢y, we obtain I(€) = I + I, + I3, where
2

I Boa1 g2 ¥ d
) = [ r e e

2

R
() =wld =22 [ s

and
B oo ar ¢
]3(6) = Wd(d — 2)d€A q r m

We begin by showing that
I(e) :wd/ORr3 42 dr + O(e).
Notice that R
I(0) = wd/ r3 g2 dr
converges for d < 4. It suffices to show that 011( )—1,(0) = (e) We can write

I(e) — 1,(0) :wd/ gt [ dadr.

a—l—'r‘Qd )



12 BENGURIA AND BENGURIA

But

12

R o a1 ¥ dr < C R2d—2 3-d g
0 ¢ (a+ r2)d-1 "= 0 " i

for some constant C'; which converges if d < 4, thus yielding the desired result.
Next let us consider I5. We will show that

L(e) = —wq(d — 2)? /OR ¢t dr + (’)(e%).
Notice that ¢’ = —¢?r, so that

o [ a1 dn ¢’
IQ(€) = —Wd(d — 2) /0 q r W dr.
As in the previous integral, let Iy(e) = I5(0) + Ia(e) — I3(0). Then it suffices to show that
L(e) — L(0) = O(e2"). We can write

R 1 1
2 2 d—1_d+1
b(€) = B(0) =wa(d = 2) /0 o (er‘Q (et r2)d_1> o (34)
e d—1
_ 2 d-1,.d+1 [/, 2
=wy(d — 2) /0 ' [((p 1)+1}/0 (a5 ) da dr
Let g1
_ d—1,.d+1
I (e) = / q /0 (a1 ) dadr,
and
[22(6) = /R qdilrd+1(g02 — 1) /E 7d -1 da dr
0 o (a4 r2)d '

Then, since ¢¢ < 24, and making the change of variables r = s+/a, it follows that

d—1 € 94 oo gitl
[21(6)§27 (d—1>/0 CLT/O mdea.

The inner integral converges if d > 2, so it follows that
4-d

I(e) =0(e2).
Also, since by hypothesis ¢(0) = 1 and ¢'(0) = 0, it follows that ¢* — 1 < Cr?. Thus,

e rR
Ips(e) < C 297 H(d — 1)/ / 34 dr da.
0 Jo

The inner integral converges if d < 4, so it follows that Is(€) = O(e). In particular, since
d > 2, Ins(e) = O(e'2") and
4—d

[2(6) — 12(0) == O(ET)

Finally, we must show that

I3(€) = wad(d — 2)2°2 Dy’ + O(e' 7).
Writing
qde(pQ — qd72((p2 o 1) 4 (qde o 2d72> + 2d72’
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we have that Iy = wy (d — 2) d (I31 + I32 + I33), where
d—1,_d—2

Rerdlg™2(p* — 1)
I :/ dr:

R e pd=1(gd=2 _ d-2)
In = [ —
0 (e+12)

dr;

and

As before, since ¢ — 1 < C'r?, it follows that

ao [T rdt!
Iy <02 [T
o= “Jo (e +1r2)d "
Letting r = s4/€, it follows that
R pdtl 2q [0 gdtl 2-d
———dr<ez / ————ds=0(e 2 ), 35
/0 (e +1r2)d =t (14 s2)d ° (7)) (35)
since the integral converges for all d > 2. Thus,
Iy =0(c7).

Similarly, and since if 0 < r < R then 2972 — ¢472 < 2472 A(R)r?, with A(R) = (d — 2)(1 +
R?)?-3 we have that

-+ -

R
Iyl <22 A L dr =0,
] <272 A(R) e | =0T

Finally, making the change of variables r = s /e, it follows that

133:2d72€% /007 —/ ds| .
o (1+ 2 1+s

But
/°° S </°° 41 gg — O(e$) (36)
———ds < s s = O(e2).
2 (1+s2)d £
Moreover, notice that making the change of variables u = s?, we can write
d
/OO B 1T Da. (37)
0o (14 s2 T2 (1+u)d 2 T'(d)

Here we have used the standard integral

oo gkl ['(k)['(m)
T gy = WA
/0 1+ 2k " T Tk +m) (38)
(see, e.g., [20], equation 856.11, page 213), which holds for all m > 0, and for all & > 0. Thus,
133 = 2d_2€2;2dDd + O(E)

This yields the desired estimate for I5. 0
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Claim 3.4.
wd/ =1 4 er—wd/ qtr3” nger—l—O(e%d).
0
Proof. Let
Boa1a v’
J(E):wd/o r QWCZT
Then

(O)de/ q 3 dr.
0

Thus, it suffices to show that |J(e ) ( ) = O(e'2 d). We can write

¢ d—2

Let
// a+r2d 1d?"da, (39)

and

J(e):/R(go — 1)¢*r® 1/ édadr

2 0 0 (a+r2)dt '

Making the change of variables r = s \/5 in the inner integral of equation (39) we have that
g1
d

4—d

Since 2 < d < 4 it follows that Ji(e) = O(GT).
Moreover, since ¢? — 1 < C'r?, it follows that if d < 4, then

1 R
<C’/ q° d+1/ dadr<02de/ 3= dr = O(e).
0

(a + r2)d-1 - 0
Thus, and since 2 < d < 4, it follows that |.J(¢) — J(0)| = O(e'z"). O
Claim 3.5. ;
2o\ 7 d—2 2 i
where )
L 1r(5)

‘T2 TW)

Proof. Let

K Rdfld%d Roaa Wmd

€) =w T Ue —dAr = w T T.

(€) d /0 1 d /0 q (€4 r2)d

Then, and since ngad% = qd(god% — 1) + (¢¢ — 29) + 29, we can write K(¢) = wq (Ki(€) +

Ks(e) + K3(€)), where

R da’d_l 2d
K :/ —_— -2 —1 ;
1(6) 0 (E+T2)d((pd ? )dT’,
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R pd=1(,d _ od
Kale) = /0 (e:({ rz)j ! ar;

and

—

Kg((—:):2d/o mdr.

Since ¢(0) = 1 and ¢'(0) = 1 it follows that god% — 1 < C'r% Thus, making the change of
variables r = s /¢, and since d > 2, it follows that

d+1 d+1

S 2—d

R a9 oo
Ky (e) gczd/ ( r dr§02der/ ds = O(*5Y). (40)
0

€+ r2)d o (14 s2)d

In order to obtain an estimate for Ks(e), notice that if 0 < r < R, then 0 < 2¢ — ¢¢ <
24 A(R) r?, where A(R) = d(1 + R?)%"!. Thus,

R rd+1
K(e)] < 20 A(R) /0 T
As before, we can make the change of variables r = s /€ to obtain
2-a (B $d+1 2—d
1K (e)| < 2dA(R)eT/O a4 =0T (41)
Finally, we will show that
Ks(e) =242 Dy + O(1). (42)

In fact, making the change of variables r = s /e we have that

i ap [ gd-1 o gd-1

DT N A

al€) = 2e (0 (1452077 o (14 2 S)
But by equations and it follows that
d—1

o 5
% _4s=D
/0 (1+ s2)d i -

and
d—1

o0 S d
o ds = O(e?).
/ﬁ (1+ s2)

It follows from equations , and that
K(e) = 2¢wge 2 Dy + O(e¥?),
and so
_ d—2 _q _d=2 _
K(e)dT2 =w,* 21-2¢%3" D," + O(e%).
OJ

Recall that our goal is to show that if A > 1[(2(s + 1)? — (d — 1)?], then Qx(u) < S, where S
is the critical Sobolev constant and @) is given by .
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From the estimates obtained in Claim Claim [3.4) and Claim [3.5] it follows that

v

Qx(ue) = d(d = 2)(wa Da)T + €7 Cy V{)Rri’"d (47" = (d = 24" " — \"e?) dr] +0(e),

(43)

2/d 52—d 127" :
where Cy = w)/"2°7* D¢ . Notice that

r(d) ) ’

which is precisely the Sobolev critical constant S (see, e.g., [31], with p = 2, m = d and
q=2d/(d—2)). Now let

R
T((p):/o J3—d (qd 202 _ (d— 2)% ¢! 2_)\ng02) dr.

It suffices to show that T'(¢) is negative if A > 1[(2¢, + 1)? — (d — 1)?]. In order to conclude
the proof we choose ¢ = 1, where ¢; is the minimizer of

R
M(p) = /0 3—d <qd—2(p/2 —(d— 2)qd—1902) dr

subject to the constraint

d(d — 2)(wqg Da)7 = md(d — 2) (F (&)

R
/ =d gl o? dr = 1.
0

The minimizer of M (¢), ¢1, satisfies the Euler equation

d
_a(r3dd2/> (d— 2)3dd1¢ —,uqr 901 (44)

Multiplying by ¢1(r) and integrating between 0 and R we get, after integrating by parts,

R
/ r3’dqd’2<p’12dr—(d—2)/ r3dd1¢%dr_lu/ g 342 dr.
0 0

/qd3d27,71

T(p1) =M(p1)) = A=p—A<0
if X\ > p. It suffices to show that u = §[(2l, +1)? — (d — 1)?], where {, is the first positive

(d-2)
value for which the associated Legendre function P, 2 (cos #;) vanishes. Changing coordinates

(setting r = tan 6/2, so that ¢ = 2 cos®#/2) and letting
©1(0) = sin® <g> sin® () v(0),

where b = 2d — 4 and a = 5(6 — 3d) we obtain the equation for v

Thus, since

M (1) = pi; hence,

¥(0) + cot 8 v(0) + (u + d<d4_ 2 _ (53;22)92> v=0, (45)

with boundary condition v(6,) = 0.
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Remark 3.6. Equation (45) is the same equation that determines the first Dirichlet eigenvalue
of the original problem (i.e., equation @) We choose a and b precisely so that these two
equations coincide.

The solutions of equation are P2 and P;*, where o = £% and (({ + 1) = p + @.
That is, ¢ = % (\/1 +4p — 4o+ 4a? — 1), and so

u:i[(zeﬂ)?—(d—nﬂ.

It follows that ¢; is of the form
L} 0 sa « —«
pr=sin’ | 7 | sin (AP} + BP9,

where the choice of A and B must ensure the regularity of the solution. Notice that from the
definition of a and b we have that a + b = (d — 2)/2. Moreover, a = (2 — d)/2. Since 2 < d,
we see that in order to have regular solutions at the origin we have to choose A = 0. Finally,
to satisfy the boundary condition u(6;) = 0 we must choose ¢ = ¢5. which finishes the proof
of the lemma. Notice that, by Lemma [2.1] {5 < ¢;. O

Remark 3.7. It is important to notice that what we actually present in the previous proof is
the fact that for every 2 < d < 4 and X > 1[(2l + 1)> — (d — 1)?] there is a minimizer of
Qx(u) (see equation (26)). Given the invariance of Qx(u) under the transformation u — Bu
(for any positive constant (), in order to get the Euler equation we minimize the numerator
of (@ subject to the constraint wy fOR uPTt g rd=tdr = 1. The corresponding Euler equation

is given by,

o rd—1<qd—2ul)/ . /\Td_l qdu — /H“d_l (]d up’ (46)
where p is a Lagrange multiplier. Multiplying (@ by wer®tu, integrating in r from 0 to
R, using the constraint and the characterization of Ay (i.e., the first Dirichlet eigenvalue), we
have that,

R
> (A — N wy / ¢ u?r™dr >0, (47)
0
provided X < \i. In this case, if we set u = pu~"/®~Y v, we finally see that v solves
o rd—l(qd—Zu/)/ _ )\,r,d—l qdu — T‘d_l (]d uP. (48)

Going back to geodesic coordinates, i.e., r — 0, with r = tan /2, @ becomes (@) From

here it follows that for any 2 < d < 4, provided
1 1
126+ 1) —(d—1)] <A< L4+ 1)? = (d—1)%,

we have the existence of a unique positive solution of (@)
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4. NONEXISTENCE OF SOLUTIONS

In this section we use a Rellich-Pohozaev [28] 29] type argument to prove the nonexistence of
regular positive solutions of the Boundary Value Problem
—u' —(d—=1)cotOu' =uP + Au (49)

in the interval (0,6;), with boundary conditions «'(0) = 0, u(6y) = 0 for a sharp range of
values of \. Here 2 < d < 4 and p = (d+2)/(d — 2) is the critical Sobolev exponent. Here we
will distinguish two separate sets of values of the parameters A and 6;:

First Case: A > —d(d —2)/4and 0 < 6; <.

Second Case: A < —d(d—2)/4and 0 < 0; < 7/2.

Remark 4.1. There is still a further case, namely A < —d(d —2)/4 and 7/2 < 6, < . In
dimension d = 3 the study of this case was initiated by Bandle and Benguria [3], who showed
numerically that there is a curve (denoted by v(6y) in [3]) such that for X > v(0;) there are
no positive radial solutions of (@) On the other hand, in dimension d = 3 for values of A
below v(0y) there is a rich family of solutions. These solutions were extensively studied in
[4, Bl 1T, 12). For the whole interval 2 < d < 4, we will explore the existence, nonexistence
and multiplicity of positive solutions of (@) in a further publication.

Our main results in this section are the Lemmas [4.2] and below.

Lemma 4.2. Assume A > —d(d —2)/4 and 0 < 6, < w. Let ly be the first positive value of ¢

for which the associated Legendre function P§d_2)/2(cos 1) vanishes. Then if

1
A< 1[(%2 +1)? = (d - 1)?,

there are no positive solutions of

(sin®=tou')

sin?~1 6

with boundary conditions u'(0) = 0, and u(f;) = 0.
Remark 4.3. Notice that we have recast equation (@) in the form (@) which is more suitable
in our proof.

Proof. Multiplying equation by g(0)u/(0)sin®*=20, where g(0) is a sufficiently smooth,
nonnegative function defined in the interval (0, 6;) satisfying the boundary conditions g(0) =
¢'(0) = 0, we obtain

01 01 Up+1 ! 01 u2 !
— / (sin™' gu') v’ g sin®t 0 dh = / ( - 1) g sin®*=20df + ) / <2> g sin®*=2 0 dp.
0 0o \p 0

Integrating all the terms by parts, using the boundary conditions, we have that

01 / 01 p+1
/ 2 (L sin229) ap + / ¢
0 2 o p+1

01 942 1
+ )\/0 % (g' sin?*=2 6 + g(2d — 2) sin** 6 cos 9) df = 5 sin®*=2 0,4/ (6,)%g(0,).

=u’ + My, (50)

(g’ sin?*2 0 + g(2d — 2) sin®**3  cos 9) do
(51)
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On the other hand, setting h = 3¢’ sin?~! § and multiplying equation by h(0) u(6) sin®=1(0)

we obtain

01 t1 01
— / (sin®! 6u') hu df = / huP ™ sin®1 6 df + )\/ hu? sin®™' . df.
0 0

0

Integrating by parts we obtain

91 91
/ u*hsin® ' 0 dh = / P hsin?™ 6 df
0 0
01 1 1 (52>
+ / u? ()\h sin®~1 g + §h” sin®~1 g + ih,(d — 1)sin?"26 cos 9) db.
0

Notice that by our choice of h, the coefficient of u” in equation is the same as the
coefficient of u? in equation (52). Finally, subtracting equation from equation we

obtain
L o9, 1ip2 " p+1 by
5 sin 01u'(01)%g(6,) = ; BuPT df + ; Awu®de, (53)
where
1
A=) <h sin?' g + §g’ sin®*2 6 + g(d — 1) sin®**3 6 cos 6)
1 1 (54)
+ ih// sin®™ 0 + ih/(d —1)sin*? @ cos 0,
and
I in2d—2 _ . 2d-3
B=hsindlgy S0 7 N (2d — 2) g sin 90089. (55)

p+1 p+1

Since by hypothesis g(#1) > 0, it follows that the left hand side of equation is nonnegative.
In the sequel (see the Claim and the Lemma below), we show that for any

A< 16+ 12— (@ - 17,

there exists a choice of g so that A = 0, and B is negative. That is, we will show that for that

range of A’s the right hand side of equation is negative, thus obtaining a contradiction. [

Substituting h = %g’ sin?~! @ in equation 1) we obtain

"

A =sin®"29 [g + §g”(d —1)cotb

4 4
(56)
d—1)(2d — t20  d—1
—i—g/(( I 1 3)cot”f _ 1 +)\>+/\g(d—1)cot6’].
Finally, making the change of variables g = f/sin?§ we obtain
"3 d—3)(2d —11 7T—d
A =sin?¢ f—+*(d—3)cot9f"+f’ (d=3)( )C0t29+7+)\

4 4 4 4 (57)

+f ((d=3)(4 = d) cot® @+ 2(d — 3) cot  + \(d — 3) cot 0) | .
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Claim 4.4. For any 2 < d < 4, the function

2(0) = sin*"* O P (cos 0) P, *(cos 6),
with a = (2—d)/2 and { = 3 ( AN+ (d—1)% — 1), is a solution of

"3 d—3)(2d - 11 7T—d
ff+f(d—3)cot9f”—l—f’ ( I >C0t29+7+>\
4 4 4 4 (58)
+f((d—=3)(4 = d)cot® 0 + 2(d — 3) cot § + A(d — 3) cot 0) = 0.
Proof. Let y,(0) = Pf(cosf) and y2(0) = P, “(cosf). Then y; and y, are solutions to
y"(0) + cot 0y'(0) + k(9)y(0) = 0, (59)
where
o?
k@)=Ll+1) — —.
0) =0+ 1) - o (60)
Let v(0) = y1(0) y2(0). Then, it follows from that
Y1y2 + yhyr = — cot v’ — 2kv,
which in turn implies
V" = —2kv — cot v’ + 2y v,
Similarly, and since
Y1Ys + y1ys = —2cot O iy, — kv,
we obtain
V" 4+ 3cot B + 0 (4]{: — csc? 0 + 2 cot? 9) +4v (a2 cot @ csc? 6 + k cot 9) =0. (61)

Now, we make the change of variables v — f given by
f(0) =sin*"0v(0)
in equation and multiply the resulting equation through by sin?=* . Setting o = (2—d)/2,
(=3 &/4 A+ (d—1)2— 1) (which is the positive solution of 44(¢ + 1) = 4\ + d* — 2d) and,
60), we see that f satisfies (58)). This finishes the proof of Claim [4.4] O

using (

Remark 4.5. Notice that in order to ensure that { = ( AN+ (d—1)% - 1) /2 is positive, we
need to have that 4\ + d(d — 2) > 0, which we have assumed in the hypothesis of Lemma .

Lemma 4.6. Let a = (2—d)/2, { = } ( AN+ (d—1)2 — 1) , and {5 be the first positive value

of U for which P§*(cosfy) vanishes. Consider

g'sin?20  (2d — 2)gsin®**3 0 cos 6
p+1 p+1

where h(0) = 3¢'sin™ 10, g(0) = f(0)sin™26 and f(0) = sin*"? 0P (cos ) P; “(cosb). Then

B is negative on [0, ls).

B = hsin®'6 + : (62)

Proof. The associated Legendre functions satisfy the following raising and lowering relations
(see, e.g., [1], equation 8.1.2, pp. 332), which we will use repeatedly in the proof of this lemma:
. _POH'l epa

P (cosh) = —— — Qe , (63)

sin 6 sin? @
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and

P;H_l(COS 9) _ ((5 +a+ 1)@ _ a) sin 0P + (a + 1) CoS QPEOé—i-l) ) (64)

1
n’o
Notice that in the two previous equations, Pﬂ means the derivative of P/* with respect to its
argument, therefore,

acliHPé (cos ) = —sin @ P2 (cos 6).

After substituting for h, g and f we can write
d—1 .
B=— (d ) sin?t! 9 (PP + PAP). (65)

Hence, it suffices to show that PP, + P2 P;* > 0 on [0, £3). Because of Lemma 2.1, P3P, ®
is positive, on this interval. Thus, we can write this inequality as

L

> 0. 66
Pé)[ + ng& ( )
It follows from equation that

Py N pe 1Pttt 1 opet (67)

P P/ sinf P*  sinf P °
Given, the identity above, in order to prove it is convenient to introduce the function,

—1 P/ (cos®) v

(0) = £ — : 68
yv () sinf Py(cosf)  2sin?2 (68)

In the sequel, we study the behavior of y,(6) on [0, ¢s). In particular, we will show that y, is
positive on this interval if —1 < v < 1. This in turn will imply that
Py Iy 17
I

= Ya(0) +y-a(d) > 0.

Using the series expansion of the Associated Legendre functions given by in terms of the
Hypergeometric Function we readily get,

. B 1 L0 (0+1) 0 -1 +2) . ,0 60
PZ(COSQ)—ﬁCOt 2(1— [, Sin §+2(1—y)(2— )sm 5—{—(9 smi :
It follows that

Pyt (cos)  T(1-— u) 6 5 0 .0
Prlcosd) I‘(—l/) 2 1 + Esin? 2 + O | sin* 5] (69)
where
- ((0+1)
v(l—v)

(here we used that I'(1 — v) = —vI'(—v)). Thus, it follows from equations and that

yu(0) = ;<E+O <Sm Z))
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In particular,

(0+1)
2(1 —v)
since we are considering £ > 0 and —1 < v < 1. We will now show by contradiction that there
is no point on the interval [0, f3) where y, changes sign. To do so, we first derive a Riccati
equation for y,. It follows from equation that

cosf Pt prtt o prtipy (1 4 cosh)?

lim ,,(0) = > 0,

Jy = — 70
P i Py Py (PY)? sin® 6 (70)
Using equations and in equation we obtain
1 (P 2w+ 1)cosO P (4 1)(¢ — 1 0)>2
U = — - + (V+.2)COS £ +(+V+. W-v) J.FS,OS). (71)
sinf \ P/ sin® 6 Py sin 0 sin” 6

Finally, using equation (68) to solve for P;*!/P} we obtain the following Riccati equation for
Yv,

2y, (41
g),,:siney?,—l—.L(V—cos@)—i-g(,+ )
sin 6 sin 6

Since y,oy > 0, and ¥, (6) is continuous in 6, if y, (#) were to cross y, = 0, there would exist a
point, 6%, such that y,(6*) = 0 and ¥, (0*) < 0. But from equation we would then have

(72)

((0+1)
7,(0%) = > 0,
o (07) sin 6*
arriving at a contradiction. We conclude that y, is positive on [0, {3). O

Lemma 4.7 (Case 2). Assume A < —d(d — 2)/4 and 0 < 0, < w/2. Then, there are no
positive solutions of
(sin®=tOu')
~ sind e

with boundary conditions u'(0) = 0, and u(f;) = 0.

=u’ + My, (73)

Proof. Proceeding as in the proof of (4.2)), we conclude that if u is a smooth positive solution
of satisfying the boundary conditions u/(0) = 0 and u(6,) = 0, and f is a smooth function
satisfying f(0) = 0 we have

91 91
;sin2d_4 614 (6)2 f(6,) = / Burtldg + / Au? df, (74)
0 0
where
A =sin®*1¢ Iz (d 3)cot Of" + f' (d=3)(2d 1) cot?§ + T—d + A
4 4 4 4 (75)
+f ((d —3)(4 — d)cot® 0 + 2(d — 3) cot § + \(d — 3) cotﬁ)} :
and

B = d;1 sin? 10 [f/(0) + (d — 4) cot 0 ()] . (76)

Equatlons , , and , follow from (| . ., and (pb)) respectively setting g(6) =
D

f(0)/sin*(9) (see in fact 1.
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This time we choose f(f) = sin®~%(f), so that B = 0. After a long but straightforward
computation we find that for this choice of f(f) one has,

A(f) = i cot B[4\ + d(d — 2)] <0, (77)

provided 4\ +n(n —2) < 0 and 6 < 7/2 (since cot§ > 0 if § < w/2). Using in we
get a contradiction, which concludes the proof of this lemma. U
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APPENDIX A: PROOF OF THEOREMS 1.1 AND 1.4

Proof of Theorem 1.1. In 1999 Jannelli [26] considered the non linear boundary value problem,
d—1
"

—u’ - u = |u| 2y M, (78)

in the interval (0,1) with the boundary conditions u/(0) = 0 and u(1) = 0, for 2 < d < 4,
where u > 0 is such that [ u?(r) r¢'dr < co and [ u/*(r) r%!dr < co. Among other results
in [26] Jannelli proved that has a unique positive solution if

72 a2y2n <A <Jliayen (79)

and no positive solutions if A lies outside this interval (here jj , denotes the ¢-th positive zero
of the Bessel function Ji(¢)). From the result of Jannelli it is simple to prove our Theorem 1.1.
For radial solutions of , one is lead to the equation , considered by Jannelli, provided
we set d = n — §. Because of Hardy’s inequality we have to constrain 6 to 0 < (n — 2)/2. If
n=3,d=3-9and § < 1/2. Given that d =3 — 0, if § € (—1,1/2), we are in the situation
given by and the proof of i) of Theorem 1.1 follows. The proofs of ii), and iii) follow in
a similar way. 0

The proof of Theorem 1.4 follows from the results of our Theorem 1.2 following the same line
of thought we used above to prove Theorem 1.1 from the results of Jannelli.

Proof of Theorem 1.4. For radial solutions (i.e., solutions that only depend on the azimuthal
angle 6) of on a geodesic ball D centered at the NP of S*, n > 3, one is led to the
boundary value problem (BVP) given by (5] on the interval (0, 6), with boundary conditions
u'(0) = 0 and u(6,) = 0. Here 6, is the (geodesic) radius of the geodesic ball D. In Theorem
1.2, we determined the exact ranges of A (depending on the values of the parameter d > 2
and the values of 6;) for which there is a (unique) positive solution and the range of values
of A\ for which there are no positive solutions of this BVP. In particular, if 2 < d < 4, for
A > —d(d—2)/4 and all 0 < 6; < 7, there are unique positive solutions in the range (6)) and
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no solutions outside that range. Again, because of Hardy’s inequality we have the constraint
d<(n—-2)/2. fn=3,d=3—-0and § < 1/2. Given that d =3 — ¢, if 6 € (—1,1/2), we
are in the situation given by (€]) and the proof of i) of Theorem 1.4 follows. The proofs of ii),
and iii) follow in a similar way. O

APPENDIX B: UNIQUENESS OF POSITIVE SOLUTIONS

Here we prove the uniqueness of positive solutions of where 2 < d < 4 provided A >
—d(d — 2)/4. The proof follows from the classical result of Kwong and Li [27]. Consider the
equation

—u" —(d—1)cotOu' =u’ + Au (80)

in the interval (0,6,), where u > 0 satisfies the boundary conditions «’(0) = 0, u(f;) = 0,
with 6, < m. Here 2 < d < 4 and p = (d + 2)/(d — 2) is the critical Sobolev exponent. Let
a = (2 —d)/2 as before, and make the change of variable u — v given by

u(f) = v(0) sin®(0). (81)
Then, equation becomes,
sin? 00" (0) + sin 6 cos 0 v'(0) + v(0)” + GA(0) v(#) = 0, (82)

where the function G (6) is given by
d(d—2
Gr(0) = —a* + l)x + (4)] sin 6. (83)

Notice that the function G(6) is a A function in the sense of Kwong and Li [27], i.e., it first
increases, it has at most one maximum and then decreases when # runs from 0 to #; and

0y < mand 4\ +d(d—2) > 0.

Next define the energy function

E[v] = sin?0v'(6)* + = 1v(9)p+1 + GA(0) v(0)?. (84)
p
Then, if v(#) solves (82)), we have that
dE ,
E — G}\ UQ. (85)

Since for A > —d(d — 2)/4 and 6, < 7, G5(0) is a A—function, it follows from [27] that v,
hence u, is unique. The condition A > —d(d — 2)/4, that ensures that G,(0) is a A—function,
is needed to prove uniqueness. In fact, if one drops this condition in the case d = 3 uniqueness
fails as shown in [4} [5, IT], 12]. Results similar to those obtained in [4] Bl 111, [12] are expected
for 2 < d <4 when A < —d(d —2)/4.
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